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Abstract—The aim of this paper is to investigate extremum problems with pay-off the total variational distance metric subject to linear functional constraints both defined on the space of probability measures, as well as related problems. Utilizing concepts from signed measures, the extremum probability measures of such problems are obtained in closed form, by identifying the partition of the support set and the mass of these extremum measures on the partition. The results are derived for abstract spaces, specifically, complete separable metric spaces, while the high level ideas are also discussed for denumerable spaces endowed with the discrete topology.

I. INTRODUCTION

Total variational distance metric on the space of probability measures is a fundamental quantity in statistics and probability, which over the years appeared in many diverse applications. In information theory it is used to define strong typicality and asymptotic equipartition of sequences generated by sampling from a given distribution \cite{1}. In decision problems, it arises naturally when discriminating the results of observation of two statistical hypotheses \cite{1}. Moreover, it is used to define the Dobrushin coefficient when studying the contraction property of transition probability distributions, and in showing ergodicity of Markov chains \cite{2}. Distance in total variation of probability measure is related via upper and lower bounds to an anthology of distances and distance metrics.

In minimax formulations of robust uncertain stochastic systems described by probability measures, it is often desirable to identify proper models of probabilistic uncertainty to quantify the proximity of the probability measures induced by the true and the nominal systems, via distance metrics.

In this paper, we formulate and solve the following extremum problems involving the total variational distance metric: (a) extremum problems of linear functionals defined on the space of measures subject to total variational distance metric constraints; (b) extremum problems of total variational distance metric subject to linear functional constraints defined on the space of measures. We also give examples to illustrate the behavior of the extremum solutions. In particular, three such examples which validate our results can be found in Section VI. Through the first two examples, the maximization problems described under (a) are examined.

The optimal solution of such problems as a function of total variational distance is found to be non-decreasing and concave. Through the last example, the minimization problems described under (b) are examined. The optimal solution of such problems as a function of linear constraints is found to be non-increasing and convex. Similar results can be obtained for the minimization problems described by (a), as well as for maximization problems described by (b). The formulation of these extremum problems, their applications, and contributions of this paper are developed at abstract level, in which systems are represented by probability distributions on abstract spaces (complete separable metric space, known as Polish spaces \cite{3}), pay-offs are represented by linear functionals on the space of probability measures or by distance in variation of probability measures, and constraints by linear functionals or distance in variation of probability measures.

The exposition of the paper is organized as follows. In Section II, total variational distance is defined, followed by its relations to other distance metrics. In Section III, the extremum problems are introduced, while several related problems are discussed. In Section IV and V, signed measures are utilized to characterize the extremum measure on abstract and on finite alphabet spaces, respectively. Finally, in Section VI several examples are worked out to illustrate the theoretical results obtained in preceding sections.

II. MOTIVATION FOR TOTAL VARIATIONAL DISTANCE

In this section, we introduce the total variational distance and some of its relations to other distance metrics. Let \((\Sigma, d\Sigma)\) denote a complete, separable metric space and \((\Sigma, \mathcal{B}(\Sigma))\) the corresponding measurable space, when \(\mathcal{B}(\Sigma)\) is the \(\sigma\)-algebra generated by open sets in \(\Sigma\). Let \(\mathcal{M}_1(\Sigma)\) denote the set of probability measures on \(\mathcal{B}(\Sigma)\).

Total Variational Distance. The total variational distance\textsuperscript{1} is a metric \(d_{TV} : \mathcal{M}_1(\Sigma) \times \mathcal{M}_1(\Sigma) \to [0, \infty)\) defined by

\[
d_{TV}(\alpha, \beta) \equiv \|\alpha - \beta\|_{TV} \triangleq \sup_{F \in \mathcal{B}(\Sigma)} \sum_{F_i \subset F} |\alpha(F_i) - \beta(F_i)|,
\]

where \(\alpha, \beta \in \mathcal{M}_1(\Sigma)\) and \(\mathcal{B}(\Sigma)\) denotes the collection of all finite partitions of \(\Sigma\). With respect to this metric \((\mathcal{M}_1(\Sigma), d_{TV})\) is a complete metric space. Moreover, since the elements of \(\mathcal{M}_1(\Sigma)\) are probability measures then \(d_{TV}(\alpha, \beta) \leq 2\). In minimax problems one can introduce an uncertainty set based on distance in variation as follows.

\textsuperscript{1}The definition of total variation distance can be extended to signed measures.
Given a known or nominal probability measure \( \mu \in \mathcal{M}_1(\Sigma) \), one can quantify the uncertainty set via the ball with respect to the variational distance, centered at the nominal measure \( \nu \in \mathcal{M}_1(\Sigma) \), having radius \( R \in [0, 2] \), by the set
\[
\mathcal{B}_R(\mu) \triangleq \left\{ v \in \mathcal{M}_1(\Sigma) : ||v - \mu||_{TV} \leq R \right\}.
\] (1)

Quantifying uncertainty via the metric \( || \cdot ||_{TV} \) does not require absolute continuity of measures\(^2\), e.g., singular measures are admissible and hence, \( v \) and \( \mu \) need not be defined on the same space. Thus, the support set of \( \mu \) may be \( \tilde{\Sigma} \subset \Sigma \), hence \( \mu(\Sigma \setminus \tilde{\Sigma}) = 0 \) but \( v(\Sigma \setminus \tilde{\Sigma}) \neq 0 \) is allowed. For measures induced by stochastic differential equations (SDE’s), variational distance uncertainty set models the case when both the drift and diffusion coefficients of SDE’s are unknown.

Distance in variation reduces, under certain conditions, to \( L_1 \) distance. Specifically, if \( v, \nu \) are absolutely continuous with respect to a fixed measure \( \sigma \), say \( \psi \triangleq \frac{dv}{d\sigma} : \phi \triangleq \frac{d\nu}{d\sigma} \) then
\[
\mathcal{B}_R(\mu) \equiv \mathcal{B}_{R,\sigma}(\mu) = \left\{ \phi \in L_1(\sigma), \phi \geq 0, \sigma-a.s. : \int \phi(x) - \psi(x) |\sigma(dx)| \leq R \right\}.
\]

Robustness via \( L_1 \) distance uncertainty on the space of spectral densities is investigated in the context of Wiener-Kolmogorov theory in an estimation and decision framework in [4], [5]. The extremum problem described under (a) can be applied to abstract formulations of minimax control and estimation, when the nominal system and uncertainty set are described by spectral measures with respect to variational distance.

Relative Entropy Uncertainty Model. The relative entropy of \( v \in \mathcal{M}_1(\Sigma) \) with respect to \( \mu \in \mathcal{M}_1(\Sigma) \) is a mapping \( H(\cdot) : \mathcal{M}_1(\Sigma) \times \mathcal{M}_1(\Sigma) \rightarrow [0, \infty) \) defined by
\[
H(v|\mu) \triangleq \begin{cases} \int_{\Sigma} \log \left( \frac{dv}{d\mu} \right) dv & \text{if } v << \mu \\ \infty & \text{otherwise} \end{cases}
\]
It is well known that \( H(v|\mu) \geq 0, \forall v, \mu \in \mathcal{M}_1(\Sigma) \), while \( H(v|\mu) = 0 \Leftrightarrow v = \mu \). Total variational distance is bounded above by relative entropy via Pinsker’s inequality giving
\[
||v - \mu||_{TV} \leq \sqrt{2H(v|\mu)}, \quad v, \mu \in \mathcal{M}_1(\Sigma), v << \mu.
\] (2)

Given a known or nominal probability measure \( \mu \in \mathcal{M}_1(\Sigma) \) the uncertainty set based on relative entropy is defined by \( \mathcal{A}_R(\mu) \triangleq \{ v \in \mathcal{M}_1(\Sigma) : H(v|\mu) \leq R \} \), where \( R \in [0, \infty) \). Clearly, the uncertainty set determined by the total variation distance \( dv_{TV} \) is larger than that determined by the relative entropy. In other words, for every \( r > 0 \), in view of Pinsker’s inequality (2):
\[
\left\{ v \in \mathcal{M}_1(\Sigma), v << \mu : H(v|\mu) \leq \frac{r^2}{2} \right\} \subseteq \mathcal{B}_r(\mu).
\]

Unfortunately, relative entropy uncertainty modeling has two disadvantages: 1) it does not define a true metric on the space of measures; 2) relative entropy between two measures is not defined if the measures are not absolutely continuous. The latter rules out the possibility of measures \( v \in \mathcal{M}_1(\Sigma) \) and \( \mu \in \mathcal{M}_1(\Sigma) \), \( \tilde{\Sigma} \subset \Sigma \) to be defined on different spaces\(^3\).

III. Extremum Problems

Suppose the probability measure \( v \in \mathcal{M}_1(\Sigma) \) is unknown, while modeling techniques give access to a nominal probability measure \( \mu \in \mathcal{M}_1(\Sigma) \). Having constructed the nominal probability measure, one may construct from empirical data, the distance of the two measures with respect to the total variational distance \( ||v - \mu||_{TV} \). This will provide an estimate of the radius \( R \), such that \( ||v - \mu||_{TV} \leq R \), and hence characterize the set of all possible true measures \( v \in \mathcal{M}_1(\Sigma) \), centered at the nominal distribution \( \mu \in \mathcal{M}_1(\Sigma) \), and lying within the ball of radius \( R \), with respect to the total variational distance \( || \cdot ||_{TV} \). The precise problem investigated is stated below. Define the spaces
\[
BC(\Sigma) \triangleq \{ \ell : \Sigma \rightarrow \mathbb{R} : \ell \text{ are bounded continuous} \},
\]
\[
BM(\Sigma) \triangleq \{ \ell : \Sigma \rightarrow \mathbb{R} : \ell \text{ are bounded measurable functions} \}.
\]

When endowed with the sup norm \( ||\ell|| = \sup_{x \in \Sigma} |\ell(x)| \), then \( BC(\Sigma) \) and \( BM(\Sigma) \) are Banach spaces. Let \( BC^+(\Sigma), BM^+(\Sigma) \) denote subsets of \( BC(\Sigma), BM(\Sigma) \), with \( \ell \) non-negative, respectively.

Problem III.1 Given a fixed nominal distribution \( \mu \in \mathcal{M}_1(\Sigma) \) and a parameter \( R \in [0, 2] \), define the class of true distributions by
\[
\mathcal{B}_R(\mu) \triangleq \left\{ v \in \mathcal{M}_1(\Sigma) : ||v - \mu||_{TV} \leq R \right\},
\] (3)
and the average pay-off with respect to the true probability measure \( v \in \mathcal{B}_R(\mu) \subset \mathcal{M}_1(\Sigma) \) by
\[
L_1(v) = \int_\Sigma \ell(x) v(dx), \quad \ell \in BC^+(\Sigma) \text{ or } BM^+(\Sigma).
\] (4)
The objective is to solve the extremum problem
\[
D^+(R) \triangleq \sup_{v \in \mathcal{B}_R(\mu)} \int_\Sigma \ell(x) v(dx), \quad \forall R \in [0, 2].
\] (5)

Problem III.1 is a convex optimization problem on the space of probability measures. It is discussed in [6] in the context of stochastic optimal control. Note that, \( BC(\Sigma) \) can be generalized to \( L^{\infty, +}(\Sigma, \mathcal{B}(\Sigma), v) \), the set of all \( \mathcal{B}(\Sigma) \)-measurable, non-negative essentially bounded functions defined \( v - \text{a.e.} \) endowed with the essential supremum norm. In the context of minimax theory, Problem III.1 is important in uncertain stochastic control, estimation, and decision, formulated via minimax optimization. Such formulations are found in [7] utilizing relative entropy uncertainty, and in [4] utilizing \( L_1 \) distance uncertainty. The second extremum problem is defined below.

\(^2\)This corresponds to the case in which the nominal system is a simplified version of the true system and is defined on a lower dimension space.
Problem III.2 Given a fixed nominal distribution $\mu \in \mathcal{M}_1(\Sigma)$ and a parameter $D \in [0, \infty)$, define the class of true distributions by
\[
\mathcal{Q}(D) \triangleq \left\{ v \in \mathcal{M}_1(\Sigma) : \int_{\Sigma} \ell(x)v(dx) \leq D \right\},
\]
where $\ell \in BC^+(\Sigma)$ or $\ell \in BM^+(\Sigma)$. The total variation payoff with respect to the true probability measure $v \in \mathcal{Q}(D) \subset \mathcal{M}_1(\Sigma)$ is defined by
\[
\mathcal{L}_\Omega(v) \triangleq \| v - \mu \|_{TV}.
\]
The objective is to solve the extremum problem
\[
R^+(D) \triangleq \inf_{v \in \mathcal{Q}(D)} \| v - \mu \|_{TV},
\]
whenever $\int_{\Sigma} \ell(x)\mu(dx) > D$.

Problem III.2 is important in the context of approximation theory, since distance in variation is a measure of proximity of two probability distributions subject to constraints. Problem III.2 is also important in spectral measure or density approximation as follows. Recall that a function \( \{ R(\tau) : -\infty \leq \tau \leq \infty \} \) is the covariance function of a quadratic mean continuous and wide-sense stationary process if and only if it is of the form \[8\]
\[
R(\tau) = \int_{-\infty}^{\infty} e^{2\pi \nu \tau} F(d\nu),
\]
where $F(\cdot)$ is a finite Borel measure on $\mathbb{R}$, called spectral measure. Thus, by proper normalization of $F(\cdot)$ via $F_N(d\nu) \triangleq \frac{1}{\pi \nu^2} F(d\nu)$, then $F_N(d\nu)$ is a probability measure on $\mathbb{B}(\mathbb{R})$, and hence Problem III.2 can be used to approximate the class of spectral measures which satisfy moment estimates.

A. Related Extremeum Problems

Problems III.1, III.2 are related to additional extremum problems which are introduced below.

(1) The solution of Problem III.1 gives the solution of the problem defined by
\[
R^+(D) \triangleq \sup_{v \in \mathcal{M}_1(\Sigma) : \int_{\Sigma} \ell(x)v(dx) \leq D} \| v - \mu \|_{TV}. \tag{9}
\]
Specifically, $R^+(D)$ is the inverse mapping of $D^+(R)$.

(2) Let $v$ and $\mu$ be absolutely continuous with respect to the Lebesgue measure so that $\phi(x) \triangleq \frac{dv}{dx}(x)$, $\psi(x) \triangleq \frac{d\mu}{dx}(x)$ (e.g., $\phi(\cdot)$, $\psi(\cdot)$) are the probability density functions of $v(\cdot)$ and $\mu(\cdot)$, respectively. Then $\| v - \mu \|_{TV} = \int_{\Sigma} \phi(x) - \psi(x)dx$ and hence, Problem III.1 and Problem (9) are $L_1$-distance optimization problems.

(3) Let $\Sigma$ be a non-empty denumerable set endowed with the discrete topology including finite cardinality $|\Sigma|$, with $\mathcal{M}_1(\Sigma)$ identified with the standard probability simplex in $\mathbb{R}^{|\Sigma|}$, that is, the set of all $|\Sigma|$-dimensional vectors which are probability vectors, and $\ell(x) \triangleq -\log v(x), x \in \Sigma$, where

\[4\]If $\int_{\Sigma} \ell(x)\mu(dx) \leq D$ then $v^* = \mu$ is the trivial extremum measure of (8).
Consider the pay-off of Problem III.1, for $\ell \in BC^+(\Sigma)$. Then the following inequalities hold.

\[
L_1(v) \stackrel{(a)}{=} \int_{\Sigma} \ell(x)(\xi^+(dx) - \xi^{-}(dx)) + \int_{\Sigma} \ell(x)\mu(dx)
\]
\[
\leq \sup_{x \in \Sigma} \ell(x)\xi^+(\Sigma) - \inf_{x \in \Sigma} \ell(x)\xi^{-}(\Sigma) + \int_{\Sigma} \ell(x)\mu(dx)
\]
\[
= \left\{ \sup_{x \in \Sigma} (x) - \inf \ell(x) \right\} \frac{1}{2} \|\xi\|_{TV}^2 + \int_{\Sigma} \ell(x)\mu(dx), \quad (14)
\]
where (a) follows by adding and subtracting $\int \ell d\mu$, and from Jordan decomposition, (b) follows due to $\ell \in BC^+(\Sigma)$, (c) follows because any $\xi \in M_0(\Sigma)$ satisfies $\xi^+(\Sigma) = \xi^{-}(\Sigma) = \frac{1}{2}\|\xi\|_{TV}$. For a given $\mu \in M(\Sigma)$ and $\nu \in B_R(\mu)$ define the set

\[
B_R(\mu) \triangleq \{ x \in M_0(\Sigma) : \xi = \nu - \mu, \nu \in M(\Sigma), \|\xi\|_{TV} \leq R \}.
\]

The upper bound in the right hand side of (14) is achieved by $\xi^* \in B_R(\mu)$ as follows. Let

\[
\lambda^0 \in \Sigma^0 \triangleq \left\{ x \in \Sigma : \ell(x) = \sup \{ \ell(x) : x \in \Sigma \} \leq m \right\},
\]
\[
\lambda^0 \in \Sigma^0 \triangleq \left\{ x \in \Sigma : \ell(x) = \inf \{ \ell(x) : x \in \Sigma \} \leq m \right\}.
\]

Take

\[
\xi^*(dx) = v^*(dx) - \mu(dx) = \frac{R}{2} (\delta_{\nu^0}(dx) - \delta_{\nu^0}(dx)), \quad (15)
\]
where $\delta_{\nu^0}(dx)$ denotes the Dirac measure concentrated at $y \in \Sigma$. This is indeed a signed measure with $\|\xi^*\|_{TV} = \|v^* - \mu\|_{TV} = R$, and $\int_{\Sigma} \ell(x)(v^* - \mu)(dx) = \frac{R}{2} (M - m)$. Hence, by using (15) as a candidate of the maximizing distribution, then Problem III.1 is equivalent to

\[
\int_{\Sigma} \ell(x)v^*(dx) = \frac{R}{2} \left\{ \sup_{x \in \Sigma} \ell(x) - \inf \ell(x) \right\} + \int_{\Sigma} \ell(x)\mu(dx), \quad (16)
\]
where $v^*$ satisfies the constraint $\|v^*\|_{TV} = \|v^* - \mu\|_{TV} = R$, it is normalized $v^*(\Sigma) = 1$, and $0 \leq v^*(A) \leq 1$ on any $A \in \mathcal{B}(\Sigma)$. Alternatively, the pay-off $L_1(v^*)$ can be written as

\[
L_1(v^*) = \int_{\Sigma^0} Mv^*(dx) + \int_{\Sigma^0 \cup \Sigma^\delta} m v^*(dx) + \int_{\Sigma^0 \cup \Sigma^\delta} \ell(x)\mu(dx). \quad (17)
\]

Hence, the optimal distribution $v^* \in B_R(\mu)$ satisfies

\[
\int_{\Sigma^0} v^*(dx) = \mu(\Sigma^0) + \frac{R}{2} \in [0, 1], \quad (18a)
\]
\[
\int_{\Sigma^\delta} v^*(dx) = \mu(\Sigma^\delta) - \frac{R}{2} \in [0, 1], \quad (18b)
\]
\[
v^*(A) = \mu(A), \quad \forall A \subseteq \Sigma \setminus \Sigma^0 \cup \Sigma^\delta. \quad (18c)
\]

For any $R \in [0, 2]$ such that $v^*(\Sigma^0) < 1$ and $v^*(\Sigma^\delta) > 0$, then (18) is the maximizing distribution while the resulting pay-off is (17). When these conditions are violated the measure $v^*$ on the sets $\Sigma^0$, $\Sigma^\delta$ and $\Sigma \setminus \Sigma^0 \cup \Sigma^\delta$ remains to be identified so the maximizing measure $v^*$ is characterized for all $R \in [0, 2]$. The complete characterization of the extremum measure $v^*$ will be given in the next section building on the discussion of this section. Similar results are obtained for Problem III.2.

V. CHARACTERIZATION OF EXTREMUM MEASURES FOR FINITE ALPHABETS

In this section, we discuss the case when $\Sigma$ is a finite alphabet space to give the intuition into the solution procedure. Consider the finite alphabet case $(\Sigma, \mathcal{A})$, where $\text{card}(\Sigma) = |\Sigma|$ is finite, $\mathcal{A} = 2^{|\Sigma|}$. Thus, $\nu$ and $\mu$ are point mass distributions on $\Sigma$. Define the set of probability vectors on $\Sigma$ by

\[
P(\Sigma) \triangleq \{ p = (p_1, \ldots, p_{|\Sigma|}) : p_i \geq 0, i = 0, \ldots, |\Sigma|, \sum_{i \in \Sigma} p_i = 1 \}.
\]

Thus, $p \in P(\Sigma)$ is a probability vector in $\mathbb{R}_+^{|\Sigma|}$. Suppose $\nu \in P(\Sigma)$ is the true probability vector and $\mu \in P(\Sigma)$ is the nominal fixed probability vector.

A. Finite Alphabet Case: Problem III.1

The total variational distance set is defined by

\[
B_R(\mu) \triangleq \{ v \in P(\Sigma) : \|v - \mu\|_{TV} \triangleq \sum_{i \in \Sigma} |v_i - \mu_i| \leq R \} \quad (19).
\]

Let $\ell \triangleq \{ \ell_1, \ldots, \ell_{|\Sigma|} \}$ be a non-negative sequence of real numbers, that is $\ell \in \mathbb{R}_+^{|\Sigma|}$. The extremum problem is defined by

\[
L_1(v^*) \triangleq \max_{v \in B_R(\mu)} \sum_{i \in \Sigma} \ell_i v_i. \quad (20)
\]

Next, we apply the results of Section IV to characterize the optimal $v^*$ for any $R \in [0, 2]$.

By defining $\xi_i \triangleq v_i - \mu_i$, $i = 1, \ldots, |\Sigma|$ and $\xi \in M_0(\Sigma)$, Problem III.1 can be reformulated as follows.

\[
\max_{v \in B_R(\mu)} \sum_{i \in \Sigma} \ell_i v_i \longrightarrow \sum_{i \in \Sigma} \ell_i \mu_i + \max_{\xi \in B_R(\mu)} \sum_{i \in \Sigma} \ell_i \xi_i. \quad (21)
\]

Note that $\xi \in B_R(\mu)$ implies the constraints

\[
\sum_{i \in \Sigma} \xi_i \leq R, \quad \sum_{i \in \Sigma} \xi_i = 0, \quad 0 \leq \xi_i + \mu_i \leq 1, \quad \forall i \in \Sigma. \quad (22)
\]

By Jordan Decomposition Theorem,

\[
\sum_{i \in \Sigma} \xi_i = \sum_{i \in \Sigma} \xi_i^+ - \sum_{i \in \Sigma} \xi_i^-, \quad \text{and} \quad \sum_{i \in \Sigma} |\xi_i| = \sum_{i \in \Sigma} \xi_i^+ + \sum_{i \in \Sigma} \xi_i^-,
\]
and hence, $\sum_{i \in \Sigma} \xi_i^+ \equiv \frac{\alpha}{2} = \sum_{i \in \Sigma} \xi_i^-$, where $\sum_{i \in \Sigma} \xi_i^+ = 0$, $\alpha = \sum_{i \in \Sigma} |\xi_i| \leq R$. In addition

\[
\sum_{i \in \Sigma} \ell_i \xi_i^+ = \sum_{i \in \Sigma} \ell_i \xi_i^-, \quad (23)
\]

Define the maximum and minimum values by $\ell_{\max} \triangleq \max_{i \in \Sigma} \ell_i$, $\ell_{\min} \triangleq \min_{i \in \Sigma} \ell_i$, and its corresponding support sets by $\Sigma^0 \triangleq \{ i \in \Sigma : \ell_i = \ell_{\max} \}$, $\Sigma_0 \triangleq \{ i \in \Sigma : \ell_i = \ell_{\min} \}$. For all remaining sequence, $\{ \ell_i : i \in \Sigma \setminus \Sigma^0 \cup \Sigma_0 \}$, and for $1 \leq r \leq |\Sigma \setminus \Sigma^0 \cup \Sigma_0|$ define recursively the set of indices for which $\ell$ achieves its $(k + 1)^{th}$ smallest value by

\[
\Sigma_k \triangleq \left\{ i \in \Sigma : \ell_i = \min \left\{ \ell_{\alpha} : \alpha \in \Sigma \setminus \Sigma^0 \cup \bigcup_{j=1}^k \Sigma_{j-1} \right\} \right\},
\]

The positive and negative variation of the signed measure $\xi$ are defined by $\xi^+ = \max\{\xi, 0\}$ and $\xi^- = \max\{-\xi, 0\}$.
till all the elements of $\Sigma$ are exhausted. Also define the corresponding value of the sequence on these sets by $\ell(\Sigma_k) \triangleq \min_{i \in \Sigma \cup \Sigma_0 \cup \{j-1, \ldots, j-1\}} \ell_i$, for all $k \in \{1, 2, \ldots, r\}$, where $r$ is the number of $\Sigma_k$ sets which is at most $|\Sigma \setminus \Sigma_0 \cup \Sigma_0|$. Below we give the solution of Problem III.1.

**Theorem V.1** The maximum pay-off of Problem III.1 is given by

$$D^+(R) = \ell_{\max} v^*(\Sigma^0) + \ell_{\min} v^*(\Sigma_0) + \sum_{k=1}^r \ell(\Sigma_k) v^*(\Sigma_k). \quad (24)$$

Moreover, the optimal probabilities are given by

$$v^*(\Sigma^0) \triangleq \sum_{i \in \Sigma^0} v_i^* = \sum_{i \in \Sigma^0} \mu_i + \alpha, \quad (25a)$$

$$v^*(\Sigma_0) \triangleq \sum_{i \in \Sigma_0} v_i^* = \left( \sum_{i \in \Sigma_0} \mu_i - \alpha \right)^+, \quad (25b)$$

$$v^*(\Sigma_k) \triangleq \sum_{i \in \Sigma_k} v_i^* = \left( \sum_{i \in \Sigma_k} \mu_i - \left( \alpha - \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \mu_i \right) \right)^+, \quad (25c)$$

$$\alpha = \min \left( \frac{r}{2}, 1 - \sum_{i \in \Sigma} \mu_i \right). \quad (25d)$$

where, $k = 1, 2, \ldots, r$ and $r$ is the number of $\Sigma_k$ sets which is at most $|\Sigma \setminus \Sigma_0 \cup \Sigma_0|$ and $R \in [0, 2]$.

**Proof.** Follows from the next Lemma.

**Lemma V.2 (a)** If $\sum_{i \in \Sigma} \mu_i - \frac{\alpha}{2} \geq 0$ then:

1. **Upper Bound.**

$$\sum_{i \in \Sigma} \ell_i \xi_i^+ \leq \ell_{\max} \left( \frac{\alpha}{2} \right). \quad (26)$$

The bound holds with equality if

$$\sum_{i \in \Sigma^0} \mu_i + \alpha \leq 1, \quad \sum_{i \in \Sigma^0} \xi_i^+ = \alpha \left( \frac{1}{2} \right), \quad \xi_i^+ = 0 \quad \text{for} \quad i \in \Sigma \setminus \Sigma_0,$$

and the optimal probability on $\Sigma^0$ is equal to

$$v^*(\Sigma^0) \triangleq \sum_{i \in \Sigma^0} v_i^* = \min \left( 1, \sum_{i \in \Sigma} \mu_i + \frac{\alpha}{2} \right). \quad (27)$$

2. **Lower Bound.**

$$\sum_{i \in \Sigma} \ell_i \xi_i^- \geq \ell_{\min} \left( \frac{\alpha}{2} \right). \quad (28)$$

The bound holds with equality if

$$\sum_{i \in \Sigma} \mu_i - \frac{\alpha}{2} \geq 0, \quad \sum_{i \in \Sigma} \xi_i^- = \alpha \left( \frac{1}{2} \right), \quad \xi_i^- = 0 \quad \text{for} \quad i \in \Sigma \setminus \Sigma_0,$$

and the optimal probability on $\Sigma_0$ is equal to

$$v^*(\Sigma_0) \triangleq \sum_{i \in \Sigma_0} v_i^* = \left( \sum_{i \in \Sigma_0} \mu_i - \frac{\alpha}{2} \right)^+. \quad (29)$$

(b) If $\Sigma_k = \{1, \ldots, j-1\}$, $\mu_i - \frac{\alpha}{2} \leq 0$ for any $k \in \{1, 2, \ldots, r\}$ then:

$$\sum_{i \in \Sigma} \ell_i \xi_i^- \geq \ell(\Sigma_k) \left( \frac{\alpha}{2} - \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \mu_i \right) + \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \ell_i \mu_i. \quad (30)$$

Moreover, equality holds if

$$\sum_{i \in \Sigma_{j-1}} \xi_i^- = \sum_{i \in \Sigma_{j-1}} \mu_i, \quad \text{for all} \quad j = 1, 2, \ldots, k. \quad (31a)$$

$$\sum_{i \in \Sigma} \xi_i^- = \left( \frac{\alpha}{2} - \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \mu_i \right)^+, \quad (31b)$$

$$\sum_{j=0}^k \sum_{i \in \Sigma_j} \mu_i \geq \frac{\alpha}{2}, \quad (31c)$$

$$\xi_i^- = 0 \quad \text{for all} \quad i \in \Sigma \setminus \Sigma_0 \cup \Sigma_1 \cup \ldots \cup \Sigma_k, \quad (31d)$$

and the optimal probability on $\Sigma_k$ sets is given by

$$v^*(\Sigma_k) \triangleq \sum_{i \in \Sigma_k} v_i^* = \left( \sum_{i \in \Sigma_k} \mu_i - \left( \frac{\alpha}{2} - \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \mu_i \right) \right)^+. \quad (32)$$

**Proof.** See [9].

**B. Finite Alphabet Case: Problem III.2**

The definitions of the maximum and minimum values of the sequence $\ell$ and its corresponding support sets are already defined for Problem III.1. For all remaining sequence, $\{\ell_i : i \in \Sigma \setminus \Sigma_0 \cup \Sigma_0\}$, and for $1 \leq r \leq |\Sigma \setminus \Sigma_0 \cup \Sigma_0|$ define recursively the set of indices for which $\ell$ achieves its $(k+1)^{th}$ largest value by

$$\Sigma^k \triangleq \{ i \in \Sigma : \ell_i = \max \left\{ \ell_a : a \in \Sigma \setminus \Sigma_0 \cup \left( \bigcup_{j=1}^k \Sigma^{j-1} \right) \right\} \},$$

till all the elements of $\Sigma$ are exhausted. Also, define the corresponding value of the sequence on these sets by $\ell(\Sigma^k) \triangleq \max \left\{ \ell(\Sigma^{k+1}) : \ell_i \leq \ell(\Sigma^k), \text{for all} \quad \ell_i \in \Sigma \setminus \Sigma_0 \cup \Sigma_0 \right\}$, where $r$ is the number of $\Sigma^k$ sets which is at most $|\Sigma \setminus \Sigma_0 \cup \Sigma_0|$. Below we give the solution of Problem III.2.

**Theorem V.3** The minimum pay-off of Problem III.2 is given by

$$R^- (D) = \sum_{i \in \Sigma} |v_i^* - \mu_i|, \quad (33)$$

where the value of $R^- (D)$ is calculated as follows.

(1) If $D \geq \ell_{\min} \left( \sum_{j=0}^k \sum_{i \in \Sigma_j} \mu_i + \sum_{i \in \Sigma_0} \mu_i \right) + \sum_{j=k+1}^r \sum_{i \in \Sigma_j} \ell_i \mu_i$ and

$$D \leq \ell_{\min} \left( \sum_{j=1}^k \sum_{i \in \Sigma_{j-1}} \mu_i + \sum_{i \in \Sigma_0} \mu_i \right) + \sum_{j=k+1}^r \sum_{i \in \Sigma_j} \ell_i \mu_i$$

then

$$R^- (D) = \frac{2 \left( D - \ell_{\min} \left( \sum_{j=0}^k \sum_{i \in \Sigma_j} \mu_i + \sum_{i \in \Sigma_0} \mu_i \right) - \sum_{j=k+1}^r \sum_{i \in \Sigma_j} \ell_i \mu_i \right)}{\ell_{\min} - \ell(\Sigma^k)}. \quad (34)$$

(2) If $D \geq (\ell_{\min} - \ell_{\max}) \sum_{i \in \Sigma} \mu_i + \sum_{i \in \Sigma} \ell_i \mu_i$ then

$$R^- (D) = \frac{2 \left( D - \sum_{i \in \Sigma} \ell_i \mu_i \right)}{\ell_{\min} - \ell_{\max}}. \quad (35)$$

**Proof.** See [9].

Given Theorem V.1 and Theorem V.3 we can also obtain the solution to the related problems of Section III-A.
VI. EXAMPLES

In this section, we illustrate through examples how the theoretical results obtained in preceding sections are applied.

A. Working Example 1

This is a simple yet useful example of Problem III.1. The optimal solution is found by implementing Theorem V.1 for a fixed value of $R$.

Let $\Sigma = \{i : i = 1, 2, 3\}$ and for simplicity consider an ascending sequence of lengths $\ell = \{\ell \in \mathbb{N} : \ell_1 < \ell_2 < \ell_3\}$ with corresponding nominal probability vector $\mu \in \mathbb{P}_1(\Sigma)$. Specifically, let $\ell = [4, 6, 8]$ and $\mu = [\frac{2}{5}, \frac{3}{5}, \frac{2}{5}]$. The sets which correspond to the maximum, minimum and the remaining length are equal to $\Sigma^0 = \{3\}$, $\Sigma_0 = \{1\}$ and $\Sigma_1 = \{2\}$, respectively. Let $R = \frac{1}{3}$. From Theorem V.1, $\alpha_{\min}(\frac{2}{5}, 1-\mu_3) = \frac{1}{3}$, and the optimal probabilities are given by

$$v^v(\Sigma^0) = \mu_3 + \alpha = \frac{3}{6}, v^v(\Sigma_0) = (\mu_1 - \alpha)^+ = \frac{1}{6},$$

$$v^v(\Sigma_1) = (\mu_2 - (\alpha - \mu_1)^+)^+ = \left(\frac{2}{6} - \left(\frac{1}{6} - \frac{1}{6}\right)^+ight) = \frac{2}{6}.$$  

Hence, for $R = \frac{1}{3}$, the maximum pay-off (24), is given by

$$D^+(R) = \ell_3 v^v(\Sigma^0) + \ell_1 v^v(\Sigma_0) + \ell_2 v^v(\Sigma_1) = \frac{40}{6}.$$  

B. Working Example 2

In this example, Problem III.1 is solved for the case in which the sequence $\ell = \{\ell_1, \ldots, \ell_2\} \in \mathbb{R}^m_{\geq 0}$ consists of a number of lengths which some of them are equal to each other.

Let $\Sigma = \{i : i = 1, 2, 3, \ldots, 8\}$ and consider a non-ascending sequence of lengths $\ell = \{\ell \in \mathbb{R}^m_{\geq 0} : \ell_1 > \ell_2 > \ell_3 > \ell_4 > \ell_5 > \ell_6 = \ell_7 > \ell_8\}$ with corresponding nominal probability vector $\mu \in \mathbb{P}_1(\Sigma)$. Specifically, let $\ell = [1, 1, 0.8, 0.8, 0.6, 0.4, 0.4, 0.2]$ and $\mu = [\frac{23}{72}, \frac{13}{72}, \frac{9}{72}, \frac{8}{72}, \frac{4}{72}, \frac{3}{72}, \frac{3}{72}]$. The sets which correspond to the maximum, minimum and the remaining lengths are equal to $\Sigma^0 = \{1, 2\}$, $\Sigma_0 = \{8\}$ and $\Sigma_1 = \{7, 6\}$, $\Sigma_2 = \{5\}$, $\Sigma_3 = \{4, 3\}$. Hence, a reduced partition of the space $\Sigma$ is obtained. Figure 1a depicts $D^+(R)$ given in Theorem V.1, while Figure 1b depicts the optimal probabilities as a function of $R \in [0, 2]$. Note that, $D^+(R)$ is a non-decreasing concave function of $R$ and also that is constant in $[R_{max}, 2]$, where $R_{max} = 2\left(1 - \mu(\Sigma^0)\right) = 1$.

C. Working Example 3

In this example, Problem III.2 is solved for the case in which the sequence $\ell = \{\ell_1, \ldots, \ell_2\} \in \mathbb{R}^m_{\geq 0}$ consists of a number of lengths which are not equal to each other.

Let $\Sigma = \{i : i = 1, 2, \ldots, 8\}$ and consider a descending sequence of lengths $\ell = \{\ell \in \mathbb{R}^m_{\geq 0} : \ell_1 > \ell_2 > \ell_3 > \ell_4 > \ell_5 > \ell_6 > \ell_7 > \ell_8\}$ with corresponding nominal probability vector $\mu = \{\mu_i : \mu_i, \forall i \in \{1, 2, \ldots, 8\} \in \mathbb{P}_1(\Sigma)$. Specifically, let $\ell = [1, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2]$ and $\mu = [\frac{13}{72}, \frac{10}{72}, \frac{9}{72}, \frac{8}{72}, \frac{6}{72}, \frac{3}{72}, \frac{2}{72}, \frac{2}{72}]$. The sets which correspond to the maximum, minimum and all the remaining lengths are equal to $\Sigma^0 = \{1\}$, $\Sigma_0 = \{8\}$ and $\Sigma^1 = \{2\}$, $\Sigma^2 = \{3\}$, $\Sigma^3 = \{4\}$, $\Sigma^4 = \{5\}$, $\Sigma^5 = \{6\}$, $\Sigma^6 = \{7\}$. Figure 2a depicts $R^-(D)$ given in Theorem V.3, while Figure 2b depicts the optimal probabilities as a function of $R \in [0, 2]$. $R^-(D)$ is a non-increasing convex function of $D$, $D \in [\ell_{min}, \infty)$. Note that for $D < \ell_{min} = 0.2$ no solution exists and $R^-(D)$ is zero in $[D_{max}, \infty)$ where $D_{max} = \sum_{i=1}^{\ell} \ell_i \mu_i = 0.73$. For $D \in [D_{max}, \infty)$, $v^\nu$ is equal to $\mu$ and this corresponds to the beginning of Figure 2b.

VII. CONCLUSIONS

The paper considered extremum problems with total variational distance metric on the space of measures. Two such problems are formulated, and their solution are discussed for arbitrary spaces, while closed form expressions of the extremum measures are derived for finite alphabet spaces. Examples are presented to show the behavior of the solutions.
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