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Medium Access Control (MAC) - 1/2

MAC: Part of the Data Link Layer (layer 2 of the OSI model)

Sits directly on top of the Physical Layer (layer 1)

Purpose: to manage access to the shared wireless medium
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Medium Access Control (MAC) - 2/2

Nodes must decide when to access the channel, avoiding collisions
and efÞciently utilizing the bandwidth .

ClassiÞcation of MAC protocols:
Random access

Nodes contend for the channel
Most popular is CSMA/CA, the basis for IEEE 802.11

Transmission Scheduling
Time is divided into frames and frames into time-slots.
Simplest example is TDMA (as many slots as nodes, one node per
slot).
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Problem DeÞnition

Problem

Given N communication requests, assign a color (time-slot) to each
request. For all requests sharing the same color specify the power
levels such that each request can be handled correctly.
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The channel

We consider the Physical Model where
receivers experience interference:

Ii = !
j!= i,j" T

gji pj + ! . (1)

where
gij the channel gain on the link between transmitter i and

receiver j.

pi the power level chosen by transmitter i.

! the variance of thermal noise at the receiver.
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¥ Processing-time variables:

xi (t) =

!
"#

"$

1, if transmitter i is processed
at time t

0, otherwise

¥ Power level variables:
pi (t) ! R+
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sequences. All thegij Õs are positive and can take values in
the range(0, 1]. Without loss of generality, we assume that
the intended receiver of transmitteri is also indexed byi .
The power level chosen by transmitteri is denoted bypi . ! i

denotes the variance of thermal noise at the receiveri , which
is assumed to be additive Gaussian noise.

The interference power at thei th node, I i , includes the
interference from all the transmitters in the network and the
thermal noise, and is given by

I i (p) =
!

j != i,j " T

gji pj + ! i . (1)

where p = [ p1 p2 . . . p|T | ]T . Therefore, the SINR at the
receiveri is given by

! i (p) =
gii pi"

j != i,j " T gji pj + ! i
. (2)

Due to the unreliability of the wireless links, it is necessary
to ensure Quality of Service (QoS) in terms of SINR in
wireless networks. Hence, independently of nodal distribution
and trafÞc pattern, a transmission from transmitteri to its
corresponding receiver is successful (error-free) if the SINR
of the receiver is greater or equal to thecapture ratio " i

(! i ! " i ). The value of" i depends on the modulation and
coding characteristics of the radio. Therefore,

gii pi"
j != i,j " T gji pj + ! i

! " i (3)

Inequality (3) depicts the QoS requirement of a communica-
tion pair i while transmission takes place. After manipulation
it becomes equivalent to the following

pi ! " i

#

$
!

j != i,j " T

gji

gii
pj +

! i

gii

%

& . (4)

III. PROBLEM FORMULATION

In this section, we present the problem of Þnding the
minimum number of slots (time slots or channels) and the cor-
responding transmitting powers, such that all communication
requests are being processed correctly and Quality of Service
(QoS) requirements for successful transmissions are satisÞed.
Note that to ensure feasibility of our problem we deÞne the
maximum number of slots that may be required to be equal to
the number of links,|L| . Henceforth, we will assume that the
Þrst slot is at time1; the latest point in time for which there
can be a scheduled transmission is thereforeD = |L| .

To formulate the optimization problem, we deÞne two sets
of decision variables, for each transmitteri " T and time
t = 1 , . . . , D ; processing-time variables:

xi (t) =

'
1, if transmitteri is active at timet
0, otherwise

(5)

and power level variables:pi (t) " R+ .
Since the problem involves both integer and continuous

decision variables, the mathematical formulation is classiÞed
as a Mixed Integer Program (MIP) and is given in Model 1.

Model 1 Minimum number of time slots

minimize
t,x,p

! = max
i ! T

D!

t =1

tx i (t) (6a)

subject to
D!

t =1

xi (t) ! 1 " i # T , (6b)

xi (t) = 0 $ pi (t) = 0 " i # T , t = 1 , . . . , D, (6c)

xi (t) = 1 $ gii pi (t) ! " i

"

#
!

j ! T ,j "= i

gji pj (t) + #i

$

% (6d)

" i # T , t = 1 , . . . , D,
xi (t) # { 0, 1} " i # T , t = 1 , . . . , D, (6e)
pi (t) # R + " i # T , t = 1 , . . . , D. (6f)

Objective (6a) minimizes the number of time slots needed
to schedule all the transmitters in the network.# is equal to
the latest point in time needed for scheduling a transmission.
Constraint (6b) ensures that each link in the network is
processed at least once in the schedule. Note that there is
always an optimal schedule in which each link is processed
only once. Constraint (6c) makes sure that if a pair is not
processed at a speciÞc time slot, then the power level of
the corresponding transmitter is0 at that time slot. The QoS
conditions are guaranteed by constraint (6d). The constraint
only affects the optimization ifxi (t) takes the value1. Finally,
the last two constraints (6e) and (6f) deÞne the admissible
values for the decision variables.

IV. A C UTTING PLANE APPROACH

We propose a Cutting Plane approach, referred to as
CPslots , to construct the "Minimum latency transmission
scheduling with SINR constraintsÓ problem (Model 1). The
basic idea is to partition the problem into aMaster Problem
and aSubproblem. The iterative procedure solves the Master
Problem Þrst and uses the obtained optimal decision values to
solve the Subproblem. Depending on whether the Subproblem
is feasible or infeasible,cuts may be derived. These cuts
are then added to the Master Problem and the procedure is
repeated. The algorithm terminates when the solution obtained
at any iteration satisÞes the optimality/termination criteria.
Problem partitioning. Model 1 may be partitioned into a
Master Problem (Model 2) and a Subproblem (Model 3), as
shown next:

Model 2 Master problem

minimize
x

! = max
i ! T

D!

t =1

tx i (t) (7a)

subject to
D!

t =1

xi (t) ! 1 " i # T (7b)

xi (t) # { 0, 1} " i # T , t = 1 , . . . , D. (7c)
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sequences. All thegij Õs are positive and can take values in
the range(0, 1]. Without loss of generality, we assume that
the intended receiver of transmitteri is also indexed byi .
The power level chosen by transmitteri is denoted bypi . ! i

denotes the variance of thermal noise at the receiveri , which
is assumed to be additive Gaussian noise.

The interference power at thei th node, I i , includes the
interference from all the transmitters in the network and the
thermal noise, and is given by

I i (p) =
!

j != i,j " T

gji pj + ! i . (1)

where p = [ p1 p2 . . . p|T | ]T . Therefore, the SINR at the
receiveri is given by

! i (p) =
gii pi"

j != i,j " T gji pj + ! i
. (2)

Due to the unreliability of the wireless links, it is necessary
to ensure Quality of Service (QoS) in terms of SINR in
wireless networks. Hence, independently of nodal distribution
and trafÞc pattern, a transmission from transmitteri to its
corresponding receiver is successful (error-free) if the SINR
of the receiver is greater or equal to thecapture ratio " i

(! i ! " i ). The value of" i depends on the modulation and
coding characteristics of the radio. Therefore,

gii pi"
j != i,j " T gji pj + ! i

! " i (3)

Inequality (3) depicts the QoS requirement of a communica-
tion pair i while transmission takes place. After manipulation
it becomes equivalent to the following

pi ! " i

#

$
!

j != i,j " T

gji

gii
pj +

! i

gii

%

& . (4)

III. PROBLEM FORMULATION

In this section, we present the problem of Þnding the
minimum number of slots (time slots or channels) and the cor-
responding transmitting powers, such that all communication
requests are being processed correctly and Quality of Service
(QoS) requirements for successful transmissions are satisÞed.
Note that to ensure feasibility of our problem we deÞne the
maximum number of slots that may be required to be equal to
the number of links,|L| . Henceforth, we will assume that the
Þrst slot is at time1; the latest point in time for which there
can be a scheduled transmission is thereforeD = |L| .

To formulate the optimization problem, we deÞne two sets
of decision variables, for each transmitteri " T and time
t = 1 , . . . , D ; processing-time variables:

xi (t) =

'
1, if transmitteri is active at timet
0, otherwise

(5)

and power level variables:pi (t) " R+ .
Since the problem involves both integer and continuous

decision variables, the mathematical formulation is classiÞed
as a Mixed Integer Program (MIP) and is given in Model 1.

Model 1 Minimum number of time slots

minimize
t,x,p

! = max
i ! T

D!

t =1

tx i (t) (6a)

subject to
D!

t =1

xi (t) ! 1 " i # T , (6b)

xi (t) = 0 $ pi (t) = 0 " i # T , t = 1 , . . . , D, (6c)

xi (t) = 1 $ gii pi (t) ! " i

"

#
!

j ! T ,j "= i

gji pj (t) + #i

$

% (6d)

" i # T , t = 1 , . . . , D,
xi (t) # { 0, 1} " i # T , t = 1 , . . . , D, (6e)
pi (t) # R + " i # T , t = 1 , . . . , D. (6f)

Objective (6a) minimizes the number of time slots needed
to schedule all the transmitters in the network.# is equal to
the latest point in time needed for scheduling a transmission.
Constraint (6b) ensures that each link in the network is
processed at least once in the schedule. Note that there is
always an optimal schedule in which each link is processed
only once. Constraint (6c) makes sure that if a pair is not
processed at a speciÞc time slot, then the power level of
the corresponding transmitter is0 at that time slot. The QoS
conditions are guaranteed by constraint (6d). The constraint
only affects the optimization ifxi (t) takes the value1. Finally,
the last two constraints (6e) and (6f) deÞne the admissible
values for the decision variables.

IV. A C UTTING PLANE APPROACH

We propose a Cutting Plane approach, referred to as
CPslots , to construct the "Minimum latency transmission
scheduling with SINR constraintsÓ problem (Model 1). The
basic idea is to partition the problem into aMaster Problem
and aSubproblem. The iterative procedure solves the Master
Problem Þrst and uses the obtained optimal decision values to
solve the Subproblem. Depending on whether the Subproblem
is feasible or infeasible,cuts may be derived. These cuts
are then added to the Master Problem and the procedure is
repeated. The algorithm terminates when the solution obtained
at any iteration satisÞes the optimality/termination criteria.
Problem partitioning. Model 1 may be partitioned into a
Master Problem (Model 2) and a Subproblem (Model 3), as
shown next:

Model 2 Master problem

minimize
x

! = max
i ! T

D!

t =1

tx i (t) (7a)

subject to
D!

t =1

xi (t) ! 1 " i # T (7b)

xi (t) # { 0, 1} " i # T , t = 1 , . . . , D. (7c)

Model 3 Subproblem

minimize
p

!

i ! T

D!

t =1

pi (t) (8a)

subject to

x"
i (t ) = 0 ) pi (t) = 0 8 i 2 T , t = 1 , . . . , D, (8b)

x"
i (t ) = 1 ) pi (t)gii � ! i

"

#
!

j ! T ,j #= i

gji pj (t) + " i

$

% (8c)

8 i 2 T , t = 1 , . . . , D,
pi (t) > 0 8i 2 T , t = 1 , . . . , D. (8d)

Let x

!
i (t, k) denote the optimal values of the processing

time variables obtained by solving Model 2 at iteration k.
For brevity, we will denote these as x

! (k). Using x

! (k),
Model 3 decomposes into distinct problems for each time
t derived from x

! (k). Each of the decomposed problems
corresponds to a time t and reduces to the problem of finding
the minimum total transmission power for the schedule defined
by all transmissions i such that x

!
i (t, k) = 1 . In fact, the

objective function of the Subproblem may be changed as we
are only testing the feasibility of the solution derived from the
Master problem.

Given x

! (k), the Subproblem may be infeasible; the sched-
ule derived from the Master problem may assign the same slot
to transmissions which cannot be simultaneously processed
without violating SINR constraints.
Cut generation.If there is a time t such that the simultaneous
transmission of all i 2 T for which x

!
i (t, k) = 1 is infeasible

with respect to the Subproblem (Model 3), the following
feasibility cuts may be applied to the Master problem (Model
2). Let EXt (k) = { i 2 T |x!

i (t, k) = 1 } . The following cut
forbids the simultaneous processing of all the transmission
pairs in EXt (k):!

i " EX t (k )

xi (t#) < |EXt (k)|, 8t# = 1 , . . . , D (9)

These cuts should be applied for all t for which the cor-
responding scheduled transmissions are violating the SINR
constraints. The cuts are valid feasibility cuts for the original
problem and, as such, can be imposed at each iteration.

Remark 1. Additional to the cuts applied at each iteration of
the algorithm, we can apply cuts from information knowna
priori. Such cuts show in our simulations that help in achieving
a quicker convergence to the optimal solution.

Termination criteria. Let MP

! (k) denote the value of the
optimal solution to Model 2 obtained at iteration k. ! min

denotes the value of the optimal solution to Model 1. The
Cutting Plane algorithm proceeds iteratively until Model 3
becomes feasible. This termination criterion guarantees the
optimality of the solution; we provide a proof for this below.
Proof. 1) At each iteration k, the Master Problem (Model 2)
is a relaxation of the original problem (Model 1). Hence, its
optimal solution value, MP

! (k), is a lower bound to ! min ,

i.e. MP

! (k)  ! min .
2) At each iteration k, and before the algorithm terminates,
a new feasibility cut (distinct from cuts found at all previous
iterations) is found by solving the Subproblem.
3) Since there are only a finite number of cuts available
(corresponding to each possible set of transmission pairs), the
algorithm is guaranteed to converge. For the final iteration
K, the Subproblem is feasible. Therefore, the values of the
processing time variables for that iteration represent a feasible
solution to the original problem. Hence, MP

! (K) � ! min .
Since MP

! (K)  ! min (from the first point)), we have
MP

! (K) = ! min , and thus convergence to the optimal
solution has been achieved. ⇤
The complete Cutting Plane algorithm is summarized below.

Algorithm 1 A Cutting plane approach for the “Minimum la-
tency transmission scheduling with SINR constraints” problem

initialise
k = 1
Compute LB {Lower bound, e.g., from [8]}
Compute UB {Upper bound, e.g., from [8]}
feas = false {feasibility indicator, obtained from solv-

ing the Subproblem (Model 3)}
Add cuts to Model 2.

if LB < UB then
repeat

Solve Model 2 to get optimal values x

! (k) and
MP

! (k). Set LB = max[MP

! (k), LB].
Solve Model 3 to check feasibility of SINR constraints.
if Model 3 is feasible then

feas = true

else
Add cuts of the form (9) to Model 2.

end if
k = k + 1

until feas = true or LB = UB

end if
k = k � 1
return LB, x! (K).

The algorithm begins with the computation of a lower
bound (LB) and upper bound (UB) according to techniques
described in [8] (not described here since it is out of the scope
of this paper). The initial cuts are also determined and added to
the Master Problem (Model 2) at this stage. It is evident that if
LB has the same value as UB, the Cutting Plane algorithm is
redundant and hence, the heuristic solution would be optimal
for the transmission scheduling problem.

If LB < UB, the problem scale is reduced by setting the
deadline of the problem D = UB; the Master Problem (Model
2) is then solved and the lower bound of the algorithm is
updated. The Subproblem (Model 3) is then examined and
the SINR constraints are tested for feasibility. If infeasibilities
occur, cuts of the form (9) are added to Model 2 and the pro-
cess is repeated. The algorithm terminates when the solution
obtained from Model 2 is either feasible with respect to the
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Model 3 Subproblem

minimize
p

!

i ! T

D!

t =1

pi (t) (8a)

subject to

x"
i (t) = 0 ! pi (t) = 0 " i # T , t = 1, . . . , D, (8b)

x"
i (t) = 1 ! pi (t)gii $ ! i

"

#
!

j ! T ,j #= i

gji pj (t) + " i

$

% (8c)

" i # T , t = 1, . . . , D,
pi (t) > 0 " i # T , t = 1, . . . , D. (8d)

Let x!
i (t, k ) denote the optimal values of the processing

time variables obtained by solving Model 2 at iterationk.
For brevity, we will denote these asx!

(k). Using x!
(k),

Model 3 decomposes into distinct problems for each time
t derived from x!

(k). Each of the decomposed problems
corresponds to a timet and reduces to the problem of Þnding
the minimum total transmission power for the schedule deÞned
by all transmissionsi such thatx!

i (t, k ) = 1. In fact, the
objective function of the Subproblem may be changed as we
are only testing the feasibility of the solution derived from the
Master problem.

Givenx!
(k), the Subproblem may be infeasible; the sched-

ule derived from the Master problem may assign the same slot
to transmissions which cannot be simultaneously processed
without violating SINR constraints.
Cut generation.If there is a timet such that the simultaneous
transmission of alli ! T for which x!

i (t, k ) = 1 is infeasible
with respect to the Subproblem (Model 3), the following
feasibility cuts may be applied to the Master problem (Model
2). Let EX t (k) = { i ! T |x!

i (t, k ) = 1} . The following cut
forbids the simultaneous processing of all the transmission
pairs inEX t (k):!

i " EX t (k )

xi (t#
) < |EX t (k)|, " t#

= 1, . . . , D (9)

These cuts should be applied for allt for which the cor-
responding scheduled transmissions are violating the SINR
constraints. The cuts are valid feasibility cuts for the original
problem and, as such, can be imposed at each iteration.

Remark 1. Additional to the cuts applied at each iteration of
the algorithm, we can apply cuts from information knowna
priori. Such cuts show in our simulations that help in achieving
a quicker convergence to the optimal solution.

Termination criteria. Let MP !
(k) denote the value of the

optimal solution to Model 2 obtained at iterationk. ! min

denotes the value of the optimal solution to Model 1. The
Cutting Plane algorithm proceeds iteratively until Model 3
becomes feasible. This termination criterion guarantees the
optimality of the solution; we provide a proof for this below.
Proof. 1) At each iterationk, the Master Problem (Model 2)
is a relaxation of the original problem (Model 1). Hence, its
optimal solution value,MP !

(k), is a lower bound to! min ,

i.e. MP !
(k) # ! min .

2) At each iterationk, and before the algorithm terminates,
a new feasibility cut (distinct from cuts found at all previous
iterations) is found by solving the Subproblem.
3) Since there are only a Þnite number of cuts available
(corresponding to each possible set of transmission pairs), the
algorithm is guaranteed to converge. For the Þnal iteration
K , the Subproblem is feasible. Therefore, the values of the
processing time variables for that iteration represent a feasible
solution to the original problem. Hence,MP !

(K ) $ ! min .
Since MP !

(K ) # ! min (from the Þrst point)), we have
MP !

(K ) = ! min , and thus convergence to the optimal
solution has been achieved. ⇤
The complete Cutting Plane algorithm is summarized below.

Algorithm 1 A Cutting plane approach for the ÒMinimum la-
tency transmission scheduling with SINR constraintsÓ problem

initialise
k = 1

ComputeLB { Lower bound, e.g., from [8]}
ComputeUB { Upper bound, e.g., from [8]}
feas = false { feasibility indicator, obtained from solv-

ing the Subproblem (Model 3)}
Add cuts to Model 2.

if LB < UB then
repeat

Solve Model 2 to get optimal valuesx!
(k) and

MP !
(k). SetLB = max[MP !

(k), LB ].
Solve Model 3 to check feasibility of SINR constraints.
if Model 3 is feasiblethen

feas = true
else

Add cuts of the form (9) to Model 2.
end if
k = k + 1

until feas = true or LB = UB
end if
k = k %1

return LB , x!
(K ).

The algorithm begins with the computation of a lower
bound (LB ) and upper bound (UB) according to techniques
described in [8] (not described here since it is out of the scope
of this paper). The initial cuts are also determined and added to
the Master Problem (Model 2) at this stage. It is evident that if
LB has the same value asUB, the Cutting Plane algorithm is
redundant and hence, the heuristic solution would be optimal
for the transmission scheduling problem.

If LB < UB , the problem scale is reduced by setting the
deadline of the problemD = UB; the Master Problem (Model
2) is then solved and the lower bound of the algorithm is
updated. The Subproblem (Model 3) is then examined and
the SINR constraints are tested for feasibility. If infeasibilities
occur, cuts of the form (9) are added to Model 2 and the pro-
cess is repeated. The algorithm terminates when the solution
obtained from Model 2 is either feasible with respect to the
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Illustrative example - 1/2

Time Slot Links in process
1 5 (15820.5), 8 (385019), 9 (579226)
2 3 (17739.8), 4 (763932), 7 (355380)
3 2 (206559), 6 (24638.4)
4 1 (2924.78), 10 (166.464)
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Time Slot Links in process
1 1 (2924.02)
2 3 (2052.14), 6 (46050.3), 9 (276101)
3 4 (790562), 5 (64204.5), 7 (375443), 10 (4685.72)
4 2 (215659), 8 (122082)

Table 6.3:Optimal Schedule for the ÒMinimum number of time-slotsÓ problem of the example
network usingCPslots

The schedule of the above example when theÒMinimum total power for the networkÓproblem is

solved usingCPslots andBBpower is given in Table6.4. The schedule still has 4 time slots but the

total power transmitted is now reduced by 65%. The graph of the network is given in Figure6.4.

The colors on the links show the scheduling time for each communication pair (in this example it

is found usingCPslots andBBpower). Hence, links with similar colors are active simultaneously.

Time Slot Links in process
1 1 (4807.93), 4 (633410), 10 (350.246)
2 3 (2052.14), 6 (46050.3), 9 (276101)
3 5 (7568.29), 7 (183114)
4 2 (215659), 8 (122082)

Table 6.4:Optimal Schedule for theÒMinimum total power for the networkÓproblem of the ex-
ample network usingCPslots andBBpower
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Figure 6.4:Illustrative example where the transmission scheduling with SINR constraints is solved
for this network (usingCPslots andBBpower).
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SINR constraints or the optimal objective value of the Master
problem, MP !

(k), at iteration k equalsUB (the solution
value found by the heuristic at the initialization stage of
Algorithm 1). In the latter case, the optimal objective function
value for the transmission scheduling problem is equal toUB
and the optimal schedule would be the one found using the
priority scheduling policy.

V. PERFORMANCEEVALUATION

The algorithm has been coded in Microsoft Visual Studio
2005 C++ using CPLEX v12.1 and run on an Intel Core 2
computer, with 2.5GHz processor and 3.5GB of RAM. The
lower bound used inCPslots is LB described in [8]. Further
to CPslots , we also develop another Cutting Plane algorithm,
referred to asCPcuts , similar to CPslots ; however, the initial
bounds are not used. For benchmarking purposes, we also code
a B&B approach, referred to asBB gen , which is generic as
it only implements CPLEXÕs default settings (no bounds are
incorporated) andBB slots in [8] for comparison purposes.

Table I shows the average computational time (in CPU
seconds) required to solve the network instances within the
set time limit using bothCPcuts and CPslots , emphasizing
the importance of using initial bounds.

No. of CPU time (sec) !out of time
pairs CP

cuts

CP
slots

CP
cuts

CP
slots

10 0.69 0.59 0 0
20 44.70 13.96 0 0
30 1840.18 587.23 3 2
40 N/A 548.20 10 4

TABLE I
NUMERICAL RESULTS FOR FINDING THE OPTIMAL SOLUTION TOMODEL

1 USING CP
cuts

AND CP
slots

.

It is evident from Table I thatCPslots outperformsCPcuts

in all sets of test problems; this is especially evident for the
largest-sized instances in the table (40-pairs) whereCPslots is
capable of solving60% of the instances while none of them
could be solved byCPcuts in the set time limit.

Our CPslots are compared with the Branch & Bound
(B&B) techniques used in [8]. WhileCPslots outperforms the
generic B&B (BB gen ), its computational performance is not
as powerful as the performance of the problem speciÞc B&B
technique (BB slots in [8]). However, it is worth mentioning
that CPslots provides solutions with a smaller total power, on
average, than the one provided byBB slots . This is a natural
consequence of the objective chosen (8a) in Model 8. Table
V shows the average percentage deviation in the sum of the
powers found by the solutions provided byBB slots (powerbb)
as compared to the solution found byCPslots (powercp).

No. of pairs %

power bb " power cp

power cp

10 53%
20 3%
30 1646%
40 2409%

TABLE II
NUMERICAL RESULTS OF TOTAL POWER REQUIRED BY THE SOLUTION

FOUND BY BB
slots

AS COMPARED TO THE SOLUTION FOUND BYCP
slots

.

According to Table V, the solution obtained byBB slots is
associated to a total power which is on averagesigniÞcantly
larger than the one provided byCPslots .

It is worth noting though, thatCPslots is able to minimize
the total power of thegiven solution found by solving the
Master Problem (Model 2), but not provide the minimum
total power over all optimal solutions to Model 1. In fact,
it is possible that the solution provided byBB slots (even
though not superior in terms of the number of time slots)
could provide a smaller total power than the solution found
by CPslots .

VI. CONCLUSIONS

In this paper, a Cutting Plane approach is proposed in
order to combine the minimum latency transmission schedul-
ing problem with power expenditure minimization. The idea
is to partition the problem into a Master Problem and a
Subproblem; the objective of the Subproblem is to minimize
the total power expenditure. It is shown in our performance
evaluation that the power expenditure is reduced signiÞcantly.

While the Cutting Plane approach reduces the power signiÞ-
cantly, the computational time required in very large and hence
this methodology cannot be used in large networks. Current
research focuses on Þnding bounds that guarantee that the error
lies within a maximum distance from the optimum solution.
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could provide a smaller total power than the solution found
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order to combine the minimum latency transmission schedul-
ing problem with power expenditure minimization. The idea
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evaluation that the power expenditure is reduced signiÞcantly.

While the Cutting Plane approach reduces the power signiÞ-
cantly, the computational time required in very large and hence
this methodology cannot be used in large networks. Current
research focuses on Þnding bounds that guarantee that the error
lies within a maximum distance from the optimum solution.
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